
91 
 

A STUDY ON LOCATION DRIVER MODELS

1
Yadavaraj Gajiyavar 

Introduction 

In the location-driven model, we simply cluster the 

documents based on their locations. Each document 

cluster corresponds to one topic. p(z|d) is the probabil-

ity of topic z given document d from the location clus-

tering result. We then estimate the word distribution µz 

for topic z by p(w|z)α dЄD p(w|d)p(d|z), where p(d|z) 

is obtained from p(z|d) by Bayes' theorem. In Festival 
dataset in Example 1, after we cluster the photos ac-

cording to their locations, those photos close to each 

other are merged into the same cluster; And then we 

can generate the geographical topics (i.e., festival de-

scriptions for each region) based on tags in each clus-

ter. To cluster objects in 2-D space, we can use parti-

tion-based clustering like KMeans, density-based clus-

tering like Mean-shift and DBScan, and mixture model 

based clustering. After we get the word distribution µz 

for topic z Є Z based on the clustering result, we would 

like to know the topic distribution in geographical lo-

cation p(z|l) for topic comparison. Therefore, we pre-
fer a generative model for location clustering because 

we can get the estimation of p(l|z). p(z|l) can be ob-

tained by Bayes' theorem from p(l|z). A popular gener-

ative model is Gaussian Mixture Model (GMM). In 

GMM, we assume that each cluster is mathematically 

represented by a Gaussian distribution and the entire 

data set is modeled by a mixture of Gaussian distribu-

tions. Although the location-driven model is straight-

forward, it is likely to fail if the document locations do 

not have good cluster patterns. A geographical topic 

may be from several different areas and these areas 
may not be close to each other. For example, in Land-

scape dataset in Example 2, there are no apparent loca-

tion clusters; mountains exist in different areas and 

some are distant from each other. 

 

Location-Text Joint Model 
In this section, we propose a novel location-text joint 

model called LGTA (Latent Geographical Topic Anal-

ysis), which combines geographical clustering and top-

ic modeling into one framework. 

 

a.    General Idea 
To discover geographical topics, we need a model to 

en-code the spatial structure of words. The words that 

are close in space are likely to be clustered into the 

same geographical topic. In order to capture this prop-

erty, we assume there are a set of regions. The topics 

are generated from regions instead of documents. If  

 

two words are close to each other in space, they are 

more likely to belong to the same region. If two words 

are from the same region, they are more likely to be 

clustered into the same topic.  

 

1. The regions can be the areas in different cities, so 

the discovered geographical topics are different 

festivals.  
2. The regions can be different areas such as the long 

strips along the coast and the areas in the moun-

tains, so the discovered geographical topics are 

different landscapes. In Food data set in Example, 

the regions can be different areas that people live 

together, so the discovered geographical topics are 

different food preferences. We would like to de-

sign a model that can identify these regions as well 

as discover the geographical topics. 

 

b.    Latent Geographical Topic Analysis 
In this, we introduce our LGTA framework for geo-

graphical topic discovery and comparison. The nota-

tions used in the framework are listed in Table. 

 

Table:  Notations used in LGTA framework 

R The region set, r is a region in R 

 The topic distribution set for R, i.e., { r}rЄR 

µ The mean vector set for R, i.e., {µr}rЄR 

 The covariance matrix set for R, i.e., { r}rЄR 

α The region importance weights 

 

i)    Discovering geographical topics  
We would like to discover K geographical topics. The 
word distribution set of all the topics is denoted as θ, 

i.e., {θz}zЄz. Let us assume there are N regions and 

denote the region set as R. We assume that the geo-

graphical distribution of each region is Gaussian, pa-

rameterized as (µ; ) = f {(µr; r)}rЄR where µr and r are 

the mean vector and covariance matrix of region r. α is 

a weight distribution over all the regions. p(r|α) indi-

cates the weight of region r and rЄR p(r|α) = 1. Since 

topics are generated from regions, we use  = { r}rЄR 

to indicate topic distributions for all the regions. r = 
{p(z|r)}zЄZ where p(z|r) is the probability of topic z 
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given region r. zЄZp(z|r) = 1 for each r.  

 

In our model, topics are generated from regions instead 

of documents and the geographical distribution of each 

region follows a Gaussian distribution. The words that 
are close in space are more likely to belong to the same 

region, so they are more likely to be clustered into the 

same topic. The generative procedure of the model is 

described as follows. To generate a geographical doc-

ument d in collection D:  

 

1. Sample a region r from the discrete distribu-

tion of region importance α, r Discrete(α). 

2. Sample  location  ld  from  Gaussian  distri-

bution  of  µr and Σr. 

3. To generate each word in document d: 

(a) Sample a topic z from multinomial r. 

(b) Sample a word w from multinomial θz. 

 
Instead of aligning each topic with a single region, 

each topic in our model can be related to several re-

gions. There-fore, our model can handle topics with 

complex shapes. Our model identifies the regions con-

sidering both location and text information. Mean-

while, it discovers the geographical topics according to 

the identified geographical regions. Let us denote all 

parameters by ψ . Given the data col-

lection {(wd; ld) dЄD where wd is the text of document d 

and ld is the location of document d, the log-likelihood 

of the collection given ª is as follows. 
L(ψ; D) = log p(D| ψ) 

 =  p(wd; ld|ψ)          

           

In this, we show how to estimate all the parameters 

using an EM algorithm. 

 

ii)    Comparing geographical topics 
 

To compare the topics in different geographical loca-

tions, we need to get p(z|l) in Definition 3 for all topics 

z  Z given location l = (x, y) where x is longitude and y 

is latitude. Given the estimated ψ, we estimate the den-

sity of location l given topic z. 

 
where p(z|ψ) = r R p(z|r)p(r|α) and p(l|µr; r) is based 
on  

 

Equation  
After we get p(l|z; ψ), we can get p(z|l; ψ) according to 
Bayes' theorem. 
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